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Infrastructure as Code (laC)



Bimodal IT—Mode 1/ Mode 2

= M Od e 1 Data Center Modernization: Mode 1

— Traditional Infrastructure Servers
= Reliability / Stability |§n:a:|
— Physical Server / Storage / Network

Integrated
Systems

= Mode 2

— Infrastructure Agility
—  Software Defined (SDC, SDS, SDN)

Facilities
|

Cloud Virtualization

— VM / Container / Microservice

= Agl|lty / DevOps Infrastructure Agility: Mode 2

Source: GaArRTNER (JuLr 2015)
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Image From: Gartner - Data Center Modernization and Consolidation Key Initiative Overview



https://www.gartner.com/doc/3095618/data-center-modernization-consolidation-key

“DevOps is “DevOps is
development it's DevOps! treating your
and operations infrastructure
collaboration® as code”

“DevOps It's DevOps! , | “DevOps
is using s DevOps! Its DevOps: is feature
automation” switches”

- :

“DevOps “Kanban

is small for Ops?”

deployments”




DevOps Toolchain

Example Vendors

Code:

= Apple

= Atlassian
= Codenvy
« GitHub
« IBM

Build:

= Atlassian
= CircleCl
= |IBM
JetBrains
Jenkins

Configure:
= CFEngine
= Chef

_= Puppet Labs

" Test Automation:

= IBM

= Micro Focus

= Microsoft

= Sauce Labs

= JetBrains
» Microsoft
» Parasoft

« Perforce

= Subversion

= Microsoft

= OpenMake
Software

= ThoughtWorks
= Travis Cl ‘

* Red Hat
(Ansible)

» SaltStack

= Cast

= Microsoft

= Optimyth
Software

= ThoughtWorks = Parasoft

= Tricentis

= Semmie
= SonarSource

Static Analysis:

Define:

= Axure = iRise

= Blueprint = Jama

= eDev = Micro

« IBM Focus
(Borland)

Test Lab: Security:

= Delphix = Micro Focus
= Microsoft = Trend Micro
= Perfecto = |IBM

= Quali = Trustwave
= Qualsys = Veracode

= Skytap = Whitehat

= Saucelabs Security Inc.

Plan:

= AgileCraft

= Atlassian

= CA Technologies
= CollabNet

= Pivotal
= Targetprocess

= VersionOne

Artifactory
= Atlassian
Bitbucket
= Clarive
Electric Cloud
= Inedo

= Sonatype

Release, Deploy & Coordination

= Atlassian « CollabNet = Microsoft
= Automic « Electric Cloud * MidVision
= CA Technologies « |IBM = OpenMake
= Chef « Inedo Software
= Clarive * Orca

release

Octopus Deploy

Serena
Software

VMware
XebialLabs

Continuous
Configuration
Automation
= CFEngine
* Chef
= |Inedo
* 2URNE! LIRS w I
«IRed Hat (Ansible) I
LSS ——

Infrastructure, APM & Analytics and Log Mgmt.

Datadog
Elastic
Ganglia
Nagios
Prometheus

= Graphite = Caliper = Sumo Logic
= AppDynamics « CA Technologies = Wireshark
= BigPanda = New Relic = Zabbix

= Cacti = Splunk = Zenoss

= Dynatrace = SignalFX
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CNCF - Cloud Native Landscape
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Reference: CNCF Cloud Native Interactive Landscape



https://landscape.cncf.io/category=certified-kubernetes-distribution&grouping=category

Infrastructure as Code (laC)

Habits
« Production first mindset
® « Infrastructure as flexible resource
A\
Value
® « Optimized Resources
« Accelerate Delivery

€2
§ B B PRODUCTION
Measure
® « Deployment Rate

« MTTR (Mean Time to Repair)

o
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Why Ansible



Ansible — Language of automation

CROSS PLATFORM

Agentless support for all major OS
variants, physical, virtual, cloud and
network devices.

VERSION CONTROLLED

Playbooks are plain-text. Treat them like
code in your existing version control.

HUMAN READABLE

Perfectly describe and document every
aspect of your application environment.

DYNAMIC INVENTORIES

Capture all the servers 100% of the time,
regardless of infrastructure, location, etc.

PERFECT DESCRIPTION OF
APPLICATION

Every change can be made by Playbooks,
ensuring everyone is on the same page.

ORCHESTRATION PLAYS WELL

WITH OTHERS

Orchestration plays well with others:
ServiceNow, Infoblox, AWS, Terraform,
Cisco ACl and more

11



Ansible Automates Technologies You Use

CLOUD VIRT & CONTAINER WINDOWS NETWORK DEVOPS MONITORING
AWS Docker ACLs Arista Jira Dynatrace
Azure VMware Files A10 GitHub Airbrake
Digital Ocean RHV Packages Cumulus Vagrant BigPanda
Google OpenStack IS Bigswitch Jenkins Datadog
OpenStack OpenShift Regedits Cisco Bamboo LogicMonitor
Rackspace +more Shares Cumulus Atlassian Nagios
+more Services Dell Subversion New Relic
Configs F5 Slack PagerDuty

OPERATING STORAGE Users Juniper Hipchat Sensu

SYSTEMS , NetApp Domains Palo Alto +more StackDriver

RHEL and Linux Red Hat Storage +more OpenSwitch Zabbix

UNIX Infinidat +more +more

Windows +more

+more
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Ansible Architecture

~—
——
| avsi arowaToN NG

PUBLIC / PRIVATE
CLOUD

ANSIBLE AUTOMATION ENGINE

PUBLIC / PRIVATE
CLOUD

!

—>
_>
USERS —>
| HOSTS
, > INVENTORY CLI
! _> —>
2
3 MODULES PLUGINS
NETWORK
ANSIBLE PLAYBOOK DEVICES

o,
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Reference: RedHat people bhinson - Ansible automation technical deck



http://people.redhat.com/bhinson/presentations/ansible-automation-technical-deck.pptx

Ansible Engine vs Tower vs AWX



Ansible Engine vs Tower vs AWX

RED HAT
ANSIBLE ANSIBLE
Tower
e CLI Only. A GUI Dashboard. * The AWX Project is the fast-
* Not centralized management. * Red Hat licensed and 24x7 moving upstream project from
* Integration with Red Hat supported. which Red Hat Ansible Tower is
Enterprise Linux. * High Availability supported. derived.
* Support for Ansible core * Role-based access control * Opensource of free to use.
modules per product life cycle. * Job scheduling * No node limitations.
* Support for the Ansible e Graphical inventory * Frequent updates from the
execution engine. management community.
e Multi-playbook workflow e  Community support.
e RESTful API

e External logging integrations
* Real-time job status updates
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Why Ansible AWX

Ansible AWX is a opensource of Ansible
Tower, so it’s free to use, GUI based, and
RESTful APl allowing you to scale IT
automation, manage complex
deployments and speed productivity.

v RBAC (Role-Based Access Control)

v" Push Button — Easy to execute playbook

v" RESTful API

v Workflow

v" Enterprise Integrations

v" Centralized Logging
v Ansible AWX is FREE

o,
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Image From: RedHat people bhinson — Ansible automation technical deck



http://people.redhat.com/bhinson/presentations/ansible-automation-technical-deck.pptx

Ansible AWX Architecture

[~ [~} (]
_______ > | : : esee ANSIBLE CLI & CI SYSTEMS
: 2 ¢ -
ANSIBLE PLAYBOOKS :
ADMINS |
1
' ROLE-BASED KNOWLEDGE SCHEDULED &
ANSIBLE ACCESS CONTROL & VISIBILITY CENTRALIZED JOBS
AWX
SIMPLE USER INTERFACE RESTful API
USERS
]
)
' OPEN SOURCE MODULE LIBRARY
1
1
- PLUGINS I PYTHON CODEBASE
1
1
i TRANSPORT
1
: SSH, WINRM_ ETC
!
]
' INFRASTRUCTURE NETWORKS CONTAINERS CLOUD SERVICES
1
| AUTOMATE LINUX ARISTA DOCKER AWS DATABASES
: YOUR ENTERPRISE WINDOWS CISCo Lxc GOOGLE CLOUD LOGGING
1 UNIX JUNIPER AZURE SOURCE CONTROL
' MANAGEMENT..
]
1
1
]
1
!
bceeem >
USE CASES
CONFIGURATION APP CONTINUOUS SECURITY &
PROVEIONING MANAGEMENT DEPLOYMENT DELIVERY COMPLIANCE ORCHESTRATION
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Image From: RedHat people bhinson — Ansible automation technical deck



http://people.redhat.com/bhinson/presentations/ansible-automation-technical-deck.pptx

Ansible AWX Features



Dashboard

I & weithennwang I ‘ [ 0] o & (0]

L N N N .
= DASHBOARD o

VIEWS ------------------------------------------------------------------1

1 0 1 0 1 0

@ Dashboard

Jobs HOSTS FAILED HOSTS INVENTORIES NVENTORY SYNC FAILURES PROJECTS PROJECT SYNC FAILURES

@ Schedules

JOB STATUS PERIOD | pasT MONTH v JOBTYPE | a1 - VIEW | AL o
m My View
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RESOURC
r4 Templates 7
Qe Credentials b4 o

=3

B Projecs

¥

;:1 Inventories

0 /\

<[> Inventory Scripts

Feb 24 Feb 25 Feb 26 Feb 27 Feb 28 Mar 1 Mar 2 Mar 3 Mar 4 Mar 5 Mar 6 Mar 8 Mar 9 Mar 10 Mar 11 Mar 12 Mar 13 Mar 14 Mar 16 Mar 17 Mar 18 Mar 19 Mar 20 Mar 21 Mar 23 Mar 24
TIME
RECENTLY USED TEMPLATES VIEW ALL RECENT JOB RUNS VIEW ALL
NAME ACTIVITY ACTIONS NAME TIME
Config NTP Client (Test) o = e o | == . 4 @ Config NTP Client (Test) 3/23/2020 5:03:05 PM
Credential Types Config NTP Client mEE. 4 @ Config NTP Client (Test) 3/23/2020 4:56:37 PM
y o _ - . Fyn— . .
Nofifications Config DNS Client o © Config NTP Client 3/23/2020 4:55:32 PM
Management Jobs ) N . -
= Config DNS Client (Test
g (rest = * @ Config NTP Client 3/23/2020 12:29:15 PM
Instance Groups TestSSH C . T - f
est 55 onnection (Test
(Test) = @ Config NTP Client 3/23/2020 11:24:40 AM
& Applications
# SEtﬁng5 r & B B B _ B _ B B B B &R &R B & _§B &R _§B &R &R _§B &R &R & &R &R _§B & & & & _§B &R & & &0 & &R &R &R &R & &R &R &R & &R &R & &R & &0 & &R _§B &R &R &R _§B &R &R &R B §B _§B B §B |
o,
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RBAC (Role-Based Access Control)

Can write to this

0O

Josie

‘ Can read this

, Can run mn_"lmands
on this

~— Read Permissions

Admin Permissions

Admin Permissions

Inventory 42

=  “admin_role’
@
Carter
E— Project 22
Auditor Role
Josie
Project 22
Admin Role
Inventory 42 J
Admin Role
Carter
Ops Team

Member Role

—— Deploy Permissions

o,

TEMPLATES / Config DNS Client / PERMISSIONS

Config DNS Client

DETAILS PERMISSIONS NOTIFICATIONS
Q KEY

USER * I-HDLE :
|
chaoyang : 1
1 |
L |
ansibleadm : SYSTEM ADMINISTRATOR |
i |
weithenn I -
1 |
1 |
weithennwang | m 1
1 |
[ sysTEmM ADMINISTRATOR [
1 |
1 |
zhu [] SYSTEM ADMINISTRATOR M|

h----------l

COMPLETED JOBS SCHEDULES

I TEAM ROLES

® EXECUTE &

x EXECUTE &

TEMS 1-5
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Reference: 27. Security — Ansible Tower User Guide v3.6.3

e


https://docs.ansible.com/ansible-tower/latest/html/userguide/security.html

Easy to Execute Playbook

e weithennwang .‘ [ 0 | o &)

— TEMPLATES
VIEWS

&9 Dashboard

TEMPLATES @D

Jobs
ol | e

@ Schedules

Expanded Mame (Ascending) -~

Dj My View

r---l
Config DMNS Client  Job Tempilat= - -
RESOURCES g : o I ol m
i
i
Templates Config DMNS Client (Test) JobTemplate -——— 1 : Ea il
Credentials : i
i i 1
Config NTP Client  lob Templat= - 1
Projects — I : vl 1
i
Inventories Config NTP Client (Test) JobTemplate ™ s s s s B 1 : EE' ﬂ[
|
Inventory Scripis 1 1
Test SSH Connection  Job Templste - 1 o : ol 1
- i
i
Organizations Test SSH Connection (Test) lobTemplate -— 1 : EE' il |
L---
‘ Users

TEMS 1-6
* Teams
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Automation Workflow

@ TOWER

JOBS / 137 - Deploy ticketing application

DETAILS « (-]

STATUS Running

STARTED 1/8/2019 4:55:21 PM

FINISHED Not Finished

INVEMTORY rtri

TEMPLATE Deploy ticketing application

LAUNCHED BY admin

EXTRA VARIABLES @ EXPAND
1 _———

Deploy ticketing application

o admin ith =i

TOTAL MODES

ELAPSED

=
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Image From: RedHat people bhinson — Ansible automation technical deck



http://people.redhat.com/bhinson/presentations/ansible-automation-technical-deck.pptx
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